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Abstract
1. Exposure to a pathogen is predicted to lead to increased energy use as hosts at-

tempt to activate a costly immune system and repair damaged tissue. To meet this
demand, metabolic rates, which capture the rate at which a host can use, trans-
form and expend energy, are expected to increase. Yet for many host–pathogen
systems, metabolic rates after encountering a pathogen are just as likely to de-
crease as increase, suggesting that increased energy expenditure may not always
be best for fighting infection.

2. Diverging metabolic trajectories have been previously attributed to the different
pathways that specific pathogen classes, such as bacteria or viruses, induce in a
host. Here, we test how the magnitude and direction of metabolic change follow-
ing pathogen exposure might also depend on whether a host has cleared infection
or is instead fighting to reduce pathogen burden, as well as interactions between
host and pathogen genotypes of a single host–pathogen system.

3. Using a model system, Daphnia magna and its bacterial pathogen, we quantified
changes in mass- independent metabolic rates over a 30- day period for multiple
host and pathogen genotypes. We found that the metabolic trajectory of an ex-
posed host diverged quickly during the infection process. For hosts that were
exposed to a pathogen and resisted infection, their mass- independent metabolic
rates remained suppressed long after exposure, leading to a sustained reduction
in total energy use compared to unexposed animals. The reverse was true for
hosts in which the pathogen was able to establish an infection.

4. Underlying these changes were differences in the energetic burden that each
pathogen genotype imposed on its host, as well as changes in the way host
genotype and the outcome of infection shaped underlying scaling relationships
between host body mass and metabolic rates. Our results demonstrate how
variation in an organism's metabolic rate and overall energy use can arise from
within a single host–pathogen encounter and depend on the likelihood of patho-
gen clearance, as well as the within- species genetic variability of both hosts and
pathogens.
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1  |  INTRODUC TION

Under the threat of infection, a host is required to activate a costly 
immune system, sequester essential nutrients away from the in-
vading pathogen and potentially repair damaged tissue (Schmid- 
Hempel, 2011; Siva- Jothy et al., 2005). Exposure to a pathogen is 
therefore predicted to lead to increased energy use as organisms 
strive to meet the added energetic demands of fighting infection 
(Schmid- Hempel, 2003; Sheldon & Verhulst, 1996). Owing to the 
finite pool of resources that an organism can invest in traits, this 
allocation of energy towards host resistance is predicted to use re-
sources that might have otherwise been available for other func-
tions, leading to trade- offs between the immune function and 
other condition- dependent life- history traits (Labbé et al., 2010; 
Lochmiller & Deerenberg, 2000; Sandland & Minchella, 2003; Zuk & 
Stoehr, 2002). Yet despite the importance that these presumed costs 
hold for host–pathogen theory (Antonovics & Thrall, 1994) and the 
field of ecological immunity in particular (Sheldon & Verhulst, 1996), 
attempts to quantify the energetic demands of fighting infection 
have yielded conflicting results (Arnold et al., 2013; Lochmiller & 
Deerenberg, 2000; Robar et al., 2011), suggesting that increasing 
energy expenditure may not always be best for fighting infection 
(Hite et al., 2019; Nørgaard et al., 2021).

In general, the rate at which a host might use, transform and ex-
pend energy is described by its metabolic rate (Brown et al., 2004). 
Under the assumption that pathogens induce defences in a host that 
are energetically expensive (but see Rigby et al., 2002), a common 
prediction is that metabolic rates will increase following exposure 
to a pathogen (akin to the ‘increased- intake hypothesis’, Bennett 
& Ruben, 1979; Nilsson, 2002). Across many host–pathogen sys-
tems, however, the change in metabolic rates after encountering a 
pathogen appears just as likely to decrease as increase (reviewed in 
Robar et al., 2011). It has been suggested that a lower metabolic rate 
might allow for more energy to be allocated towards other fitness 
enhancing functions such as immune responses (i.e. the ‘compensa-
tion hypothesis’, Larivée et al., 2010; Steyermark, 2002). Alternate 
explanations instead centre on how changes in metabolic rates and 
total energy vary with the class of pathogen that is invading and 
the physiological response it elicits in the host (Downs et al., 2013; 
Wang et al., 2016). The metabolic requirements of inflammation, 
for example, depend on whether the pathogen is a virus or bacte-
ria, leading to the provisioning of food improving a host's resistance 
against bacterial infection, but at a cost of fighting viral infection 
(Wang et al., 2016). Ultimately, however, as metabolic rate captures 
the overall capacity of an organism to do biological work, the ener-
getics of fighting infection will not be the property of either a host 
or pathogen alone, nor depend solely on the allocation of energy to 
immune function.

Many aspects of infectious disease, from the probability of infec-
tion to aspects of morbidity or mortality, depend on the genotype of 
the invading pathogen, the genotype of the host and their interac-
tion (Hall et al., 2017; Schmid- Hempel & Ebert, 2003). Fighting infec-
tion also depends on multiple defence mechanisms (Hall et al., 2017; 
Schmid- Hempel & Ebert, 2003). A host, in general, can defend 
against a pathogen by reducing burden (preventing an infection or 
limiting pathogen growth) or by improving tolerance (minimising the 
damage a pathogen causes (Råberg et al., 2009)), but underlying each 
are a range of behaviours, physical barriers, chemical and cellular 
processes. Some induced responses likely require an increased sup-
ply of energy and elevated metabolic rates as a result, like avoiding 
pathogens through behavioural modifications (Giorgi et al., 2001; 
Luong et al., 2017), inducing a fever (Sauer et al., 2019) or activating 
macrophages (Kolliniati et al., 2021). Infected hosts, however, can 
also enter energy- saving states that suppress metabolic rates, such 
as via anorexia or lethargy (Adelman & Martin, 2009; Bashir- Tanoli 
& Tinsley, 2014; Hart, 1988; Hite et al., 2019), to deprive pathogens 
of essential nutrients or prioritise maintaining host health over con-
trolling pathogen burden (Ganeshan et al., 2019). As a result, the 
metabolic costs of fighting infection are unlikely to be shared equally 
along the entire infection process (akin to Rigby et al., 2002), and will 
depend on both host and pathogen genotype within a given popu-
lation, not just between different types of pathogens (see Olive and 
Sassetti (2016) for a review of metabolic crosstalk between hosts 
and pathogens).

Using the crustacean Daphnia magna and its obligate bacterial 
pathogen Pasteuria ramosa, we estimated metabolic rate, via oxygen 
consumption rates (Gipson et al., 2022; Nørgaard et al., 2021), for 
10 compatible host–pathogen genotypic combinations, plus con-
trols. Disease progresses swiftly in this system, with immune acti-
vation expected shortly after exposure (Auld et al., 2010; Labbé & 
Little, 2009), followed by the rapid loss of fecundity and an increase 
in mortality (Clerc et al., 2015; Gipson & Hall, 2018; Hall et al., 2019). 
Notably, these characteristics of disease, particularly those that 
occur early in the infection process (Hall et al., 2017), are defined by 
strong interactions between host and pathogen genotypes (Carius 
et al., 2001; Hall & Ebert, 2012; Luijckx et al., 2010). We measured 
metabolic rates immediately before exposure to the pathogen (Day 
10), and then at two subsequent time points that capture the pro-
gression of disease (Days 15 and 30). The success of infection was 
also tracked for all individuals, allowing differences in metabolic rate 
to be compared between animals that were exposed to a pathogen 
and yet remained uninfected, presumably due to their ability to re-
sist and clear the infection, versus those that were exposed and sub-
sequently become sick.

With this design, we were able to contrast the energetics 
of hosts that successfully (exposed and remain uninfected) and 
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unsuccessfully (exposed and become infected) resisted infection 
for different host–pathogen combinations. Our goal was to address 
three key questions: (i) How do mass- independent metabolic rates 
respond to pathogen exposure and infection, and do the responses 
differ between host and pathogen genotypes; (ii) does pathogen ex-
posure and subsequent infection alter metabolic scaling with body 
size and are patterns consistent between these two outcomes; and, 
(iii) what are the total energetic costs for a host that either success-
fully or unsuccessfully resisted infection.

2  |  MATERIAL S AND METHODS

Daphnia magna Straus is a freshwater crustacean found in ponds 
and lakes throughout Eurasia and North America and reproduces 
via cyclical parthenogenesis. Pasteuria ramosa Metchnikoff 1888 
is an endospore- forming bacteria that is exclusively horizontally 
transmitted, with spores released from the decaying cadaver of 
infected animals. Infection by this pathogen results in a severe 
loss of fecundity, an increase in body size and a reduction in sur-
vival (Ebert et al., 2016; Hall et al., 2019). Up to 20 million spores 
accumulate in the body cavity and are released upon host death 
(Clerc et al., 2015; Hall & Ebert, 2012). For this study, we used 
two host (HU- HO- 2 and BE- OMZ- M10, herein HO2 and M10) and 
five pathogen (C1, C19, C20, C14 and C24) genotypes that are 
completely compatible and differ strongly in characteristics of the 
onset and severity of infectious disease (Clerc et al., 2015; Hall & 
Ebert, 2012; Luijckx et al., 2010). This study did not require animal 
ethics approval.

Before the experiment, all Daphnia clones were maintained 
under standardised conditions for at least three generations. 
Animals were raised individually in 100- mL jars filled with 80 mL 
of artificial media (AdaM; Klüttgen et al., 1994, modified as per 
Ebert et al., 1998) and kept in a single controlled climate chamber 
(16:8 light–dark cycle and 20°C, locations rotated daily to mini-
mise positional effects). Animals were fed daily with green algae 
(Scenedesmus sp.), and food levels were increased to meet the 
growing needs of the animals, from 0.5 million cells per animal per 
day at birth to 5 million cells per animal per day from age 13 days 
onwards. Subsequent experiential animals were maintained under 
identical conditions.

2.1  |  Experimental infection trials

A cross- infection experiment was conducted using the two 
Daphnia genotypes and five different P. ramosa genotypes as part 
of a factorial design. Animals were collected from standardised 
cultures at birth and placed individually in 60- mL jars filled with 
50 mL of Daphnia medium. Approximately every 3 days thereafter, 
the animals were transferred to fresh jars containing 50 mL of arti-
ficial media, again maintaining one animal per jar. On Days 11 and 
12, for each host genotype, 80 animals received 30,000 spores 

of a randomly allocated pathogen genotype (i.e. 60,000 spores in 
total) and 50 animals received the equivalent volume of a control 
(placebo suspension produced from uninfected Daphnia). Survival 
was monitored daily, and the infection status of each individual 
was recorded based on the reddish coloration of an otherwise 
transparent organism, which is characteristic of infection by P. ra-
mosa (Ebert et al., 2016).

2.2  |  Metabolic rate measurements

Oxygen consumption rates (VO2) were used as a proxy for meta-
bolic rate. Measurements were conducted at three ages: Day 10 
(pre- exposure to the pathogen), Day 15 (3–4 days post- exposure) 
and Day 30 (18–19 days post- exposure). Animals were placed in-
dividually into 5- mL glass vials full of autoclaved artificial media 
and containing a non- consumptive oxygen sensor spot. For each 
airtight vial, VO2 was measured via a 24- channel reader (SDR 
SensorDish Reader, PreSens Precision Sensing GmbH, Germany) 
with multiple readers run in parallel (up to 6 × 24- channel readers 
at a time). The sensor spots were first calibrated with air- saturated 
artificial media and water containing 2% sodium sulphite. All as-
says of oxygen consumption were performed over 90 min in 
complete darkness and in a temperature- controlled room (21°C). 
Immediately following the assays, the body size of each animal 
was measured and converted to dry weight (herein μg, following 
Yashchenko et al., 2016).

Each set of 24 vials contained 20 animals, along with four blank 
controls containing only sterile artificial media. For each animal, 
VO2 was calculated from the change in oxygen saturation over time 
(% h−1) as per White et al. (2011): VO2 = − [(ma − mc)/100] × V × βO2,
where ma is the rate of change of oxygen saturation for an experi-
mental animal, mc is the per- run average rate of change for the blank 
controls, βO2 is the oxygen capacitance of air- saturated water at 
21°C (6.40, Cameron, 1986) and V is the water volume of the vials 
(0.005 L). The parameters ma and mc were estimated using the LoLinR 
package in R (Olito et al., 2017), which uses local linear regressions to 
objectively estimate the monotonic rates from oxygen consumption 
data. VO2 estimates (in mL O2 h−1) were then converted to meta-
bolic rate (microjoules h−1) using the calorific conversion factor of 
20.08 J mL−1 O2 (Schmidt- Nielsen, 1990).

2.3  |  Replication statement

In total, there were 10 treatment groups (two host genotypes × 5 
pathogen genotypes), with 80 animals initially assigned to each, plus 
48 unexposed controls per host genotype (896 animals). See Table 1 
for a summary of the scale of replication in this study. Of the 896 
animals initiated in the study, not all were available for the three 
metabolic assays (Days 10, 15 and 30), as they either died before 
the end of the study or were excluded from an assay due to sam-
pling errors. We could estimate the metabolic rate of 822 animals at 
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Day 10 (90 controls, 208 exposed and uninfected, 524 exposed and 
infected), 837 animals at Day 15 (90 controls, 204 uninfected, 543 
infected) and 646 animals at Day 30 (85 controls, 128 uninfected, 
433 infected). Total assays were evenly split between the two host 
genotypes (1148 M10 and 1157 HO2) and five pathogen genotypes 
(345–437).

2.4  |  Statistical analyses

All statistical analyses were performed in R (ver. 4.2.3; R 
Development Core Team). To understand how metabolic rate relates 
to the progression of disease, we explored the scaling relationship 
between metabolic rate (Y, with units of μJ/h) and body mass (M, 
with units of μg) of the experimental animals as described by the 
power function Y = aM

b, where b is the scaling exponent and a is the 
normalisation constant (or proportionality constant) that accounts 
for differences in absolute metabolic rates with respect to mass for 
a given a value (Niklas & Hammond, 2019; White & Kearney, 2014). 
We first used this power function to derive mass- independent esti-
mates of metabolic rate from the residuals of a non- linear regression 
of raw metabolic rates on mass, as modelled using the drc package 
(Ritz et al., 2015) and the self- starting power curve function of the 
aomisc package (see github. com/ Onofr iAndr eaPG/ aomisc/). Linear 
mixed- effects models were used to assess if the change in mass- 
independent metabolic rate depended on the following fixed ef-
fects: host genotype (M10 or HO2), pathogen genotype (C1 etc.), 
the age at which a metabolic measure was taken (age of measure: 10, 
20 and 30 days), exposure outcome (whether an exposed individual 
become infected or not) and their interactions. Animal identity was 
included as a random effect to account for the multiple estimates 
available for each individual.

We next assessed the sensitivity of the scaling exponent (b ) 
and the normalisation constant (a) to interactions between host 
genotypes and exposure outcomes. When both metabolic rate and 
body mass are log transformed, b and a can be readily estimated as 
the slope and intercept, respectably, of a linear regression where 
log10Y = log10a + b log10M (White & Kearney, 2014). Metabolic rates 
were analysed using this log–log framework via a linear mixed- effect 
analysis of covariance via the lmer package (Bates et al., 2015), 
with host genotype (M10 or HO2), exposure treatments (controls, 

exposed and uninfected, exposed and infected), log10 mass and their 
interactions as fixed effects and animal identity as a random effect 
(to account for the multiple age- specific estimates of each individ-
ual). As per an analysis of covariance, significant interactions be-
tween a factor (host genotype or exposure outcome) and the log10 
mass covariate indicated a change in slope between the treatment 
levels and thus scaling exponents. We compared any change in slope 
between each level of a treatment using the package emmeans (see 
github. com/ rvlen th/ emmeans).

Finally, we estimated the overall change in energy use before and 
after exposure to a pathogen for each treatment combination. Initial 
energy use was estimated simply as the VO2 estimates (in mL O2 h−1)
taken for each individual immediately before they were exposed to 
a pathogen or placebo suspension (10 days old, see above). Total en-
ergy use after pathogen exposure was subsequently estimated by 
calculating the difference in VO2 measures throughout the experi-
mental period. We then used the trapezoid method to calculate the 
total area under the curve for the 20 days following exposure. We 
analysed both traits (square root transformed) with host genotype 
(M10 or HO2), exposure treatments (controls, exposed and unin-
fected, exposed and infected) and their interaction as fixed effects, 
ignoring for now the effects of individual pathogen genotypes (which 
prohibited including controls as a level of the exposure factor). In a 
separate analysis, we explored how pathogen genotype (C1 etc.), in-
teracting with both host genotype and exposure outcome (exposed 
and uninfected, exposed and infected), shaped energy use after ex-
posure. In both cases, where a global test was significant, such as a 
main effect, post hoc comparisons between treatment means were 
then conducted via uncorrected pairwise t- tests as implemented via 
the package emmeans.

3  |  RESULTS

3.1  |  The metabolic costs of defending against 
infection extend long after exposure

Mass- independent metabolic rates were typically highest in infected 
animals by Day 30 (Figure 1, exposed and infected). In contrast, 
most animals that were exposed to a pathogen and were able to suc-
cessfully clear the infection showed a decline in mass- independent 

Scale of inference

Scale at which the 
factor of interest is 
applied

Number of replicates at the 
appropriate scale

Age- specific metabolic rate 
estimates

Individual Per host genotype: initially 80 
animals assigned to each 
pathogen genotype, plus 48 
unexposed controls

Note: The level of interference is the age- specific metabolic rate estimates (and their derivatives). 
The factors of interest are host genotype (2 levels: M10 or HO2), pathogen genotype (5 levels: 
C1 etc.) or control animals, and when exposed to pathogen, exposure outcome (2 levels: exposed 
and infected, exposed and uninfected). The factors of interest were applied to individual Daphnia, 
raised individually from birth in small jars.

TA B L E  1  Replication statement.

http://github.com/OnofriAndreaPG/aomisc
http://github.com/rvlenth/emmeans
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metabolic rates over the same period (Figure 1, exposed and unin-
fected). By Day 30, on average, the metabolic response of exposed 
and infected animals was 4.40 mJ/h higher (±1.21 SE, p < 0.001) than 
the matched control animals, compared to that of the exposed and 
uninfected animals, which was 3.01 mJ/h lower (±1.32 SE, p = 0.024) 
than controls. Although an increase in body size is often associated 
with infection in this system (e.g. Hall et al., 2019; but see Supporting 
Information), body mass was not systematically different between the 
exposure treatments (control, exposed and uninfected, exposed and 
infected) over the experimental period for both the M10 (F2,1145 = 2.73, 
p = 0.066) and HO2 genotypes (F2,1154 = 0.13, p = 0.878). Correlated 
changes in body mass were thus not solely driving the variation in 
mass- independent metabolic rates that occurred soon after pathogen 
exposure (see Figures S1 and S2 which show the overlap in overall and 
age- specific body mass between the treatment groups).

Overall, any change in mass- independent metabolic rates over 
time was found to depend on an interaction between exposure out-
come and the underlying pathogen genotype (a three- way interaction 

with age, Table 2). Host genotype contributed little to these changes 
(all terms p > 0.05). In most cases, mass- independent metabolic rates 
increasingly diverged between the exposure treatments as infec-
tion progressed, but each pathogen genotype varied in the rate at 
which these changes occur. Only for pathogen C24 did the mass- 
independent metabolic rates universally decline after pathogen expo-
sure, irrespective of whether an animal was infected or not. However, 
the three- way interaction term remained (�2

6
= 18.25 , p = 0.006) after 

excluding this pathogen, indicating that the metabolic trajectories of 
a host after exposure are likely to be shaped by the genotype of the 
pathogen, and not biased by this one treatment.

3.2  |  Pathogen exposure changes metabolic 
scaling exponents

Underlying the distinct metabolic trajectories of successfully and 
unsuccessfully resisting infection appear to be differences in the 

F I G U R E  1  The change in mass- independent metabolic rates before (Day 10) and after (Days 15 and 30) pathogen exposure for (i) 
animals that were exposed to a pathogen and remained uninfected; (ii) animals that were exposed to a pathogen and became infected; and 
for reference, (iii) control animals that were never exposed to the pathogen. Results are partitioned by host (M10 and HO2) and pathogen 
(C24 etc.) genotypes. Within each panel are the results of the corresponding linear mixed- effect model (*p < 0.05, **p < 0.01, ***p < 0.001). 
Mass- independent estimates of metabolic rate were extracted from the residuals of a model of metabolic rate (μJ/h) and body mass (μg) as 
estimated via a non- linear power curve model. 
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allometric scaling relationship between metabolic rate and body 
mass. Using a log–log regression framework, we found both the 
normalisation constants (log–log intercept) and scaling exponents 
(log–log slope) to vary with the outcome of pathogen exposure (ex-
posure main effect: �2

2
= 45.09, p < 0.001; Log10 mass × exposure: 

�
2

2
= 53.33, p < 0.001) and, to a lesser extent, the host genotype 

(host main effect: �2

2
= 4.99, p = 0.026; Log10 mass × host: �2

1
= 5.15 , 

p = 0.023). There was no evidence for either parameter to depend 
on interactions between host genotypes and infection treatments 

(host × exposure term: �2

2
= 0.08, p > 0.05; Log10 mass × host × expo-

sure: �2

2
= 0.05, p > 0.05).

Examination of the separate regression coefficients (Table 3) 
shows that animals that were exposed and remained resistant to 
infection had a lower scaling exponent than the control animals 
(0.48 vs. 0.62), whereas the reverse was true for animals that be-
come infected by the pathogen (0.72 vs. 0.62). No further differ-
ences in scaling exponents were found between the five pathogen 
genotypes in either the animals that were exposed and remained 
uninfected (M10: �2

4
= 4.98, p > 0.05; HO2: �2

4
= 1.59, p > 0.05) 

or the animals that were exposed and became infected (M10: 
�
2

4
= 7.95, p > 0.05; HO2: �2

4
= 8.42, p > 0.05). The full results of the 

original two- factor analysis of covariance are shown in Table S1 
and Figure S2.

3.3  |  Total energy use varies with infection 
success and pathogen genotype

Overall energy use by a host depended on the outcome of patho-
gen exposure as well as the genotype of the infecting pathogen 
(Figure 2). To estimate the total energy use of a host, we calculated 
the difference in VO2 estimates of individuals from Day 10 (before 
exposure occurred) and beyond. Exposure and subsequent infec-
tion by a pathogen (pooling across pathogen genotypes) led to an 
increase in total energy use relative to control animals, whereas 
hosts that were exposed but cleared the pathogen had much 
lower levels of energy use overall (Figure 2b, Exposure effect: 
F2,613 = 24.777, p < 0.001; see Table S2). The observed changes in 
energy use were not driven by systematic differences among the 
individuals allocated to each exposure treatment, as we observed 
no significant differences in oxygen consumption rates (initial 
VO2, Figure 2a) among these treatment groups before exposure 
to a pathogen (Exposure effect: F2,816 = 1.503, p = 0.222), other 
than slightly higher estimates for host genotype HO2 (Host ef-
fect: F2,816 = 50.857, p < 0.001; initial VO2: M10 = 0.080 ± 0.002; 
HO2 = 0.094 ± 0.002, see also Table S2).

TA B L E  2  Linear mixed- effects analysis for the change in mass- 
independent metabolic rate with increasing age, as partitioned by 
host, pathogen and infection outcome.

Effect χ2 df p- value

Host genotype 0.384 1 0.535

Pathogen genotype 21.908 4 <0.001***

Age of measure 11.241 2 0.004**

Exposure outcome 26.412 1 <0.001***

Host × Pathogen 4.568 4 0.335

Host × Age 1.418 2 0.720

Host × Exposure 0.004 1 0.492

Pathogen × Age 39.206 8 <0.001***

Pathogen × Exposure 4.225 4 0.376

Age × Exposure 24.102 2 <0.001***

Host × Pathogen × Age 8.955 8 0.346

Host × Pathogen × Exposure 2.562 4 0.634

Host × Age × Exposure 2.310 2 0.315

Pathogen × Age × Exposure 21.114 8 0.007**

Host × Pathogen × Age × Exposure 6.229 8 0.622

Note: Fixed effects include host genotype (M10 or HO2), pathogen 
genotype (C1 etc.), the age at which a metabolic measure was taken 
(age of measure: 10, 20 and 30 days), exposure outcome (whether an 
exposed individual become infected or not) and their interactions (Type 
III, *p < 0.05, **p < 0.01, ***p < 0.001). Animal identity was included as a 
random effect (σ = 1610).

TA B L E  3  Summary of scaling coefficients (a ± SE) and exponents (b ± SE) for metabolic rate and mass of different host genotypes and 
exposure outcomes across ontogeny (ages 10–30 days).

Context n Coefficient (a) Scaling exponent (b) p- value, b ≠ 0 p- value, b ≠ 1 p- value, b ≠ 0.75

Average differences among host genotypes (pooling exposure outcomes)

Genotype M10 1148 1780 (± 178) 0.569 (± 0.022) <0.001*** <0.001*** <0.001***

Genotype HO2 1157 2529 (± 307) 0.489 (± 0.027) <0.001*** <0.001*** <0.001***

Average differences among exposure outcomes (pooling host genotypes)

Control 265 2762 (± 514) 0.474 (± 0.041) <0.001*** <0.001*** <0.001***

Uninfected 540 2865 (± 357) 0.450 (± 0.028) <0.001*** <0.001*** <0.001***

Infected 1500 1207 (± 89) 0.664 (± 0.017) <0.001*** <0.001*** <0.001***

Note: Estimates were obtained using the log–log linear transformed relationship as implemented in a linear mixed- effect model, where log10 
metabolic rate = log10 a + b × log10 mass, with host genotype and exposure outcomes as interacting fixed effects and animal identity as the random 
effect. Wald tests were used to assess whether the scaling exponent was statistically different to 0, 0.75 or 1, and n refers to the number of mass and 
metabolic rate observation pairs for each context (*p < 0.05, **p < 0.01, ***p < 0.001).
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Partitioning the energy use of exposed hosts by pathogen 
genotype revealed a significant effect of pathogen genotype 
(F4,520 = 4.118, p = 0.003) and infection outcome (F1,520 = 30.976, 
p < 0.001). Total energy use was highest in hosts that were success-
fully infected by a pathogen, and this difference was not dependent 
on the genotype of the infecting pathogen (pathogen genotype by 
exposure outcome: F4,520 = 1.031, p = 0.390). There was no statis-
tically clear effect of host genotype (F1,520 = 0.493, p = 0.482) nor 
more complex interactions (see Table S2), such as a host genotype by 
pathogen genotype interactions (F4,520 = 0.327, p = 0.327). Instead, 
across any outcome of pathogen exposure (successful or unsuccess-
ful infections), the energy use of a host was highest when encoun-
tering pathogen C20 and lowest when encountering pathogen C24 
(Figure 2c).

4  |  DISCUSSION

When encountering a pathogen, a host is expected to first focus 
on killing a pathogen early during infection before turning to con-
trolling the growth of the newly established pathogen or repairing 
any subsequent damage (Hall et al., 2017; Schmid- Hempel, 2011; 
Siva- Jothy et al., 2005). Our findings show that the metabolic tra-
jectory of an exposed host diverges quickly during the infection 
process as a result and is maintained long after the initial encounter 
(Figure 1). The prolonged increase in mass- independent metabolic 
rates observed once the pathogen was established is not surprising, 
given infection is chronic in this system and the pathogen contin-
ues to proliferate until causing host death (Clerc et al., 2015; Hall 
& Mideo, 2018). Mass- independent metabolic rates have also been 

shown to correlate positively with pathogen load in this study sys-
tem (Gipson et al., 2022; Nørgaard et al., 2021). Clearing infection, 
however, is instead expected to occur more rapidly. Relative to the 
entire process of infection in this system, from a pathogen's initial 
entry into the host to the termination of infection at host death up 
to 70 days later (Ebert et al., 2016; Hall et al., 2019), the window for 
clearance to occur is between a few hours (as inferred by immune 
assays in Daphnia: Auld et al., 2010; Labbé & Little, 2009; supported 
by changes in colony- forming units for other invertebrate species: 
Haine et al., 2008) to several days (i.e. until spores begin to appear 
in the haemolymph from 5 days on, Ebert et al., 2016). Yet here, the 
mass- independent metabolic rates of hosts that repelled the patho-
gen remained suppressed long after exposure (Figure 1), leading to a 
significant and sustained reduction in overall energy use compared 
to unexposed control animals (Figure 2).

Clearing infection thus appears to induce a long- lasting and, until 
now, hidden energetic cost. Previous attempts to quantify the po-
tential costs of successfully resisting a pathogen, in this species and 
others, have centred on documenting induced costs in terms of re-
duction in fitness components such as fecundity, growth, survival or 
other factors such as predator avoidance or resistance against differ-
ent pathogens (Labbé et al., 2010; Lochmiller & Deerenberg, 2000; 
Sandland & Minchella, 2003; Zuk & Stoehr, 2002). Our results sug-
gest that underlying these fitness costs may be an initial change in 
the total energy that a host has available to invest in other traits 
or complete any biological work. This reduction in energetic capac-
ity might arise if a host suppressed their feeding rates in order to 
deprive a pathogen of the energy needed to successfully establish 
(Hite et al., 2019) or if they substantially reduced other energetically 
costly traits, such as activity or growth (sensu White et al., 2022), so 

F I G U R E  2  Total energy use of a host 
before and after pathogen exposure. 
Initial energy use shows the maximal 
oxygen consumption (VO2) for hosts 
before exposure to a pathogen. Energy 
use after exposure was estimated 
using the difference between oxygen 
consumption rates at Day 10 (before 
pathogen exposure) and beyond. Panels 
(a) and (b) show the predicted means (±
SE) for pathogen exposure outcomes after
controlling for host genotype, while panel
(c) shows the predicted means for the
effect of pathogen genotype, on average,
after controlling for the additive effects
of exposure outcomes. Treatment levels
that share a letter were not significantly
different from one another using post hoc
comparisons via pairwise t- tests.
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as to better fuel an effective immune response. Measures of host 
activity and feeding rates are currently not available for hosts that 
were exposed to a pathogen and successfully resisted infection in 
this system. However, infection has been shown to reduce activity 
(Nørgaard et al., 2019a, 2019b) and slightly reduce feeding rates (al-
beit in a genotype- specific manner, Gipson et al., 2022; Nørgaard 
et al., 2021), hinting that resistant hosts are most likely behaving dif-
ferently. However, regardless of the mechanism, our results suggest 
that the physiological (i.e. inducible) costs incurred by a host, and the 
potential trade- offs that arise with other fitness components, begin 
with a reduction in the rate at which hosts can use, transform and 
expend energy.

Underlying the observed energetics of fighting infection ap-
peared to be changes in the way the metabolic rate of infected 
and uninfected animals' scales with their mass (Table 1). Although 
multiple theories exist to explain how variation in metabolic rate 
should scale allometrically with body mass according to a precise 
power function (aMb, where b typically varies between 2/3 and 1 
(Glazier, 2005)), many ecological and environmental factors will 
also cause this relationship to naturally vary (Burton et al., 2011; 
Glazier, 2010; Pettersen et al., 2018; White et al., 2022; White & 
Kearney, 2014). Within a single species, for example, simple changes 
in diet quality have been shown to cause substantial variation in scal-
ing exponents, ranging from 0.45 to 1 (Ruiz et al., 2021). Our results 
indicate that host–pathogen interactions can also induce variation in 
metabolic scaling exponents of a similar magnitude (Table 2). Infected 
hosts experienced an increase in their metabolic scaling exponents 
from 0.47 to 0.66, with an associated decrease in metabolic level (a , 
the coefficient or normalisation constant). The reverse pattern was 
true for hosts that cleared the infection (Table 2). A similar negative 
covariance between scaling exponents and coefficients is observed 
in studies that manipulate temperature, with higher temperatures 
yielding higher coefficients with lower exponents (see Glazier, 2005, 
2010 for a mechanistic explanation). In the future, extending these 
results to also consider the scaling relationship between body mass 
and immune function (e.g. Downs et al., 2020; Ruhs et al., 2020) will 
provide a natural complement to understanding how pathogen ex-
posure, immunity and metabolism interact (see Downs et al., 2019).

While previous studies have shown that diverging metabolic 
trajectories might be expected when a host is infected by different 
pathogen classes or species (Downs et al., 2013; Wang et al., 2016), 
we extend these findings to include changes arising as a result of ex-
posure to different pathogen genotypes from within a single species. 
Pathogen genotype, for example, shaped the relative rates at which 
mass- independent metabolic rates increased or decreased following 
exposure to a pathogen (i.e. a pathogen × age × infection interaction), 
as well as when the metabolic trajectory of uninfected and infected 
animals diverged (see Figure 1). For some pathogens, such as C14 
and C1, the mass- independent metabolic rates of hosts diverged 
early in the infection process (<5 days post- infection), while others 
diverged much later (5–20 days post- infection, e.g. C19 and C20). 
The net result of these changes is that each pathogen genotype im-
poses a different energetic cost on their host, with hosts infected by 

the genotypes varying significantly in the total energy that is used 
across the 20 days that followed pathogen exposure (Figure 2).

Our results demonstrate that variation in the magnitude and di-
rection of change in mass- independent metabolic rates appears to 
be a natural part of defending against pathogens. Most notably, we 
found that hosts that successfully resisted infection experienced a 
sustained reduction in their energetic capacity, and therefore their 
potential to invest in other components of fitness or do biological 
work of any kind. The reverse was true for hosts that could not suc-
cessfully fight off infection. Predictions that metabolic rates should 
either increase or decrease following pathogen exposure (see Robar 
et al., 2011), or depend solely on the class of pathogen that is invad-
ing, such as bacterial versus viral infection (Downs et al., 2013; Wang 
et al., 2016), thus oversimplify the energetics associated with the de-
fence against infection. Instead, variation in a host's metabolic rate 
and energy use will naturally arise from within a single host–patho-
gen encounter and depend on the likelihood of clearing an infection, 
as well as the within- species genetic variability of hosts and patho-
gens. With strong interactions between host and pathogen geno-
types a common feature of many disease systems (Hall et al., 2017; 
Schmid- Hempel & Ebert, 2003), there is ample scope for conflict 
to arise over how energy is used, transformed and expended. Such 
conflict may prove integral to the ecology and evolution of host–
pathogen interactions and the broader maintenance of variation in 
energy use and metabolism.
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Table S1: Linear mixed- effects analysis of covariance for the log–log 
change in metabolic rates.
Table S2: Analysis of variance for the energy use of a host before and 
after pathogen exposure.
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