Quantifying maladaptation during the evolution of sexual dimorphism
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Females and males have distinct trait optima, resulting in selection for sexual dimorphism. However, most traits have strong cross-sex genetic correlations, which constrain evolutionary divergence between the sexes and lead to protracted periods of maladaptation during the evolution of sexual dimorphism. While such constraints are thought to be costly in terms of individual and population fitness, it remains unclear how severe such costs are likely to be. Building upon classical models for the ‘cost of selection’ (sensu Haldane), we derived a theoretical expression for the analogous cost of evolving sexual dimorphism; this cost is a simple function of genetic (co)variances of female and male traits and sex differences in trait optima. We then conducted a comprehensive literature search, compiled quantitative genetic data from a diverse set of traits and populations, and used them to quantify costs of sexual dimorphism in the light of our model. For roughly 90% of traits, costs of sexual dimorphism appear to be modest, and comparable to the costs of fixing one or a few beneficial substitutions. For the remaining traits (approx. 10%), sexual dimorphism appears to carry a substantial cost—potentially orders of magnitude greater than costs of selection during adaptation to environmental changes.

1. Introduction

A population’s viability depends upon the extent to which it is adapted to its environment. Nevertheless, maladaptation may arise from several environmental, evolutionary and genetic causes, including deleterious mutations [1,2], maladaptive gene flow that inhibits local adaptation [3,4], and environmental changes that cause an evolutionary mismatch between the population and the environment that it currently inhabits [5–7]. Each of these factors contributes cumulatively to the overall degree of maladaptation of a population, and its extinction susceptibility.

In species with separate sexes, maladaptation can also arise from sex differences in natural selection [8,9]. Because of the different roles that females and males play in reproduction, the sexes have divergent fitness optima for many homologous traits [10]. Sex differences in selection can generate intralocus sexual conflict, in which genetic variation that benefits one sex is deleterious for the other [11,12]. Intralocus sexual conflict may eventually be resolved through the evolution of sexual dimorphism that matches female and male trait expression with the trait optimum of each sex [10,13]. However, the resolution of sexual conflict may be slow, leading to protracted periods of maladaptation during divergence between the sexes [8,13]. Indeed, intralocus sexual conflict will persist whenever sexual dimorphism is underdeveloped, and the sexes remain displaced from their phenotypic optima [9,11,14].

The intensity and duration of intralocus sexual conflict is mediated by the cross-sex genetic correlation ($r_{mf}$): the additive genetic correlation between homologous male and female traits [8,15,16]. This quantitative genetic parameter describes the degree to which phenotypic effects of genetic variation are correlated between the sexes, which determines the capacity for sexual
dimorphism to evolve. Values of \( r_{md} \) are nearly always positive and are typically large (e.g. 0.8 < \( r_{md} < 1 \) [15,16]), which implies that the evolution of sexual dimorphism will be constrained for most traits (see [8,17–19]). Although sexual dimorphism can eventually evolve as long as \( r_{md} \) is less than one [8], or other aspects of genetic variance differ between the sexes [20], large values of \( r_{md} \) slow the evolution of sexual dimorphism, and thereby prolong maladaptation during the evolution of each sex to its optimum [8,21].

Two lines of evidence suggest that intralocal sexual conflict contributes to maladaptation [9,12,22] and may thereby dampen population productivity [23,24]. First, phenotypic selection estimates from contemporary animal populations suggest that sexually antagonistic selection occurs in roughly 20% of quantitative traits [11,25], most of which will exhibit strong, positive cross-sex genetic correlations [15]. Multivariate analyses of sex-specific selection reinforce this view, with several studies documenting divergent orientations of directional selection between the sexes [26–29]. Second, estimates of cross-sex genetic correlations for fitness and fitness components are typically weakly positive, or negative, reflecting sex differences in selection on standing genetic variation [15,22,30–32]. However, although these observations imply that sexual conflict contributes to maladaptation, quantifying this contribution remains a formidable challenge.

Here, we develop an approach for indirectly assessing the contribution of intralocal sexual conflict to maladaptation. We first present a quantitative genetic model of maladaptation during the evolution of sexual dimorphism. Our model expands upon Haldane’s classical concept of the ‘cost of selection’ [1,33], in which maladaptation is measured in units of ‘selective deaths’ (i.e. failure of some individuals to survive and reproduce as a consequence of maladaptation). We show that the cost of evolving sexual dimorphism reduces to a simple function of three measurable population parameters: (i) the cross-sex genetic correlation for each trait (\( r_{md} \)), (ii) the additive genetic variance in each sex, and (iii) the difference between female and male trait optima, which corresponds to the magnitude of sexual dimorphism at equilibrium. We then conducted a comprehensive literature search and compiled data on sexual dimorphism, \( r_{md} \) and sex-specific additive genetic variation for a large set of traits and animal populations, and used these data to quantify costs of evolving the sexual dimorphism observed in these traits. As we show below, the evolution of sexual dimorphism in some traits appears to come with a substantial long-run cost, yet for most traits, the cost of dimorphism appears to be modest, at least for the traits and populations where data are currently available.

2. Theoretical background
To quantify maladaptation during the evolution of sexual dimorphism, we built upon classical theory for the cost of selection during adaptation to a new environment [1,33,34]. As in previous theory, the cost of selection quantifies the total number of selective deaths that occur during evolution to a genetic or phenotypic optimum (i.e. the cumulative number of individuals that fail to survive or reproduce as a consequence of directional selection to the optimum; see [35]), providing an inclusive measure of maladaptation during single bouts of adaptation. Theoretical formulations of the cost of selection are appealing from an empirical standpoint because they reduce to simple functions of measurable genetic parameters, including allele frequency shifts across time [1], and estimates of quantitative genetic variances and evolutionary changes in trait means [33,34]. We briefly review this theory before developing a model for the cost of sexual dimorphism and evaluating sex-specific genetic (co)variance data in the light of this theory.

(a) Costs of selection during adaptation to a new environment
Haldane’s [1] original formulation of the cost of selection envisioned a population that experienced an abrupt change in its environment, causing genotypes that were common and well adapted in the ancestral environment to become disadvantaged in the new one. Maladaptation following an environmental change generates a genetic load, which represents the proportion of individuals in a generation that fail to survive and reproduce as a consequence of maladaptation (i.e. the load \( t \) generations after the environmental change is \( L_t = (W_{\text{max}} - W_t)/W_{\text{max}} \), where \( W_t \) is the mean fitness of the population and \( W_{\text{max}} \) is the mean fitness of a well-adapted population; see [2]). As Haldane emphasized, the genetic load is evolutionarily equivalent to selective culling by animal breeders, which can reduce population size and productivity.

Populations can eventually adapt to a new environment, leading to an increase in the mean fitness and a resolution of the genetic load (\( W_t \rightarrow W_{\text{max}} \) and \( L_t \rightarrow 0 \)). However, the iterated culling process during adaptation results in an accumulation of selective deaths before the load is resolved. Haldane [1] showed that the cumulative load (or ‘cost of selection’) incurred during substitution of an additive, beneficial allele depends only on its frequency at the time of the environmental change (i.e. \( q_0 \) at \( t = 0 \)). The cost of the adaptive substitution is

\[
C = \int_0^\infty \frac{W_{\text{max}} - W_t}{W_{\text{max}}} \, dt = -2 \ln(q_0),
\]

which can be substantial. For example, if the favoured allele is initially rare (\( q_0 < 1 \)), then the total number of selective deaths required for the allele’s substitution can be many times greater than the population’s size at any given time. Haldane suggested a typical cost of \( C = 30 \) per substitution, corresponding to \( 30N \) selective deaths for a population size of \( N \).

Chevin [33] extended Haldane’s model to contexts in which quantitative traits evolve towards a phenotypic optimum. Here, the cost of directional selection to the optimum (the cumulative ‘lag load’) is

\[
C = \frac{1}{4} x_0^T G^{-1} x_0,
\]

where \( x_0 \) is a column vector of initial displacements between trait means and trait-specific optima, \( G \) is the additive genetic variance–covariance matrix for the traits (assumed to be stable over time), and \( T \) denotes transposition. For a single trait, \( C = (z_0 - \theta^2(4G)^{-1}) \), where \( z_0 \) is the ancestral trait mean, \( \theta \) is the trait optimum (\( x_0 = z_0 - \theta \)), and \( G \) is the genetic variance of the trait. As in Haldane’s model, the cost of selection increases with the initial distance to the optimum.

Costs of selection reflect the inefficiency with which natural selection converts selective deaths into evolutionary progress, which places a limit on the rate of environmental
change that is evolutionarily tolerable [36,37]. Felsenstein [36] reframed Haldane’s model by tracking evolutionary and population size dynamics under periodic environmental change. Assuming that each environmental change caused maladaptation at a single locus in the genome, Felsenstein demonstrated that costs of selection will eventually drive a population extinct if the time interval between environmental changes (τ, measured in generations) falls below a critical threshold:

\[ \tau_{\text{crit}} = \frac{C}{\ln(1 + d)}, \]  

(2.3)

where \( C \) is the cost of selection per substitution, and \( 1 + d \) is the number of offspring per parent at low population densities (\( d \) is similar to the intrinsic growth rate of a well-adapted population). Values of \( d \) and \( C \) may differ among species owing to varying levels of fertility and standing genetic variation, or idiosyncrasies in the nature of selection [34,36,38,39]. However, the bottom line remains the same: the cost of selection sets an upper limit on the tempo of new bouts of selection that a population can tolerate, and this upper limit decreases with increasing \( C \). This reframing of the cost of selection parallels modern evolutionary theories of population persistence, now commonly referred to as ‘evolutionary rescue’ [40].

(b) Costs of selection during the evolution of sexual dimorphism

Selection for sex differences is notoriously inefficient at yielding an evolutionary response [8,19], providing an arena for large costs of selection during the evolution of sexual dimorphism. While much attention has been directed to costs of selection following environmental changes (see above and [40]), costs of evolving sexual dimorphism have not been explicitly considered by theory, though such costs can be retrieved from straightforward extensions of existing models [33].

Consider an ancestral population that is sexually monomorphic. Following a change in the abiotic, biotic or social environment, female and male phenotypic optima diverge, generating displacements between each sex and its optimum. Following Chevin [33], we assume that fitness in each sex is a Gaussian function of trait expression, genetic variances and covariances are roughly constant over time and abrupt shifts in sex-specific optima initiate each bout of directional selection. Under these conditions, the cumulative sex-averaged cost of directional selection to the optima will be

\[ \bar{C} = \frac{C_f + C_m}{2} = \frac{1}{8} \tau_{\text{rad},i} G_{\text{rad}}^{1 – \theta_{f,0}} \]  

(2.4)

(see the electronic supplementary material), where \( C_f \) is the female cost, \( C_m \) is the male cost, and \( \tau_{\text{rad},i} = (x_{\text{rad},f,x_{\text{rad},m}})^{1/2} \) is the vector of initial displacements of female and male trait means from their multivariate trait optima and \( G_{\text{rad}} \) is the additive genetic variance–covariance matrix for the set of traits in each sex, i.e. \( G_{\text{rad}} = \frac{1}{2} \begin{pmatrix} G_f & B \\ B & G_m \end{pmatrix} \), where \( G_f \) and \( G_m \) represent the additive genetic variance–covariance matrix for female and male traits, respectively, and \( B \) is the cross-sex additive genetic covariance matrix for the same traits. Equation (2.4) extends equation (2.2) by accounting for sex differences in selection and genetic architecture.

The sex-averaged cost of directional selection on a single trait towards female and male optima, \( \theta_f \) and \( \theta_m \), is

\[
\bar{C} = \frac{(\theta_f - \theta_f)^2 (G + r_{\text{rad}} \sqrt{G_f G_m})}{8 G_f G_m (1 - r_{\text{rad}}^2)} + \frac{(\bar{\theta}_f - \theta_f)(G_m - G_f) + 2(\bar{\theta}_f - \theta_f)^2 (G - r_{\text{rad}} \sqrt{G_f G_m})}{4 G_f G_m (1 - r_{\text{rad}}^2)},
\]

(2.5)

where \( \bar{\theta}_f = (\theta_f + \theta_m)/2, \quad \bar{\theta}_m = (G_f + G_m)/2, \quad r_{\text{rad}} \) is the cross-sex genetic correlation for the trait and \( \bar{\theta}_0 \) is the ancestral trait mean. Equation (2.5) captures costs arising from both sexually concordant selection (both sexes selected in the same direction) and selection for sexual dimorphism, of which we are interested in the latter. The minimum of equation (2.5) with respect to \( \bar{\theta}_0 \) provides a baseline cost of selection for sexual dimorphism per sex, excluding subsidiary costs from sexually concordant selection. This baseline cost of sexual dimorphism is

\[ C_{\text{SD}} = \frac{(\theta_f - \theta_f)^2}{8 (G - r_{\text{rad}} \sqrt{G_f G_m})}, \]

(2.6)

(see the electronic supplementary material). Figure 1 compares the baseline cost of sexual dimorphism, \( C_{\text{SD}} \), to classical costs of selection, represented by Haldane’s and Chevin’s models [1,33]. Costs of sexual dimorphism can be large when the genetic correlation between sexes is strong and positive (i.e. \( r_{\text{rad}} > 0.5 \), as is typical for morphological traits [15]), but are comparable to classical costs when genetic correlations are modest \( r_{\text{rad}} < 0.5 \). Sex differences in genetic variance dampen \( C_{\text{SD}} \) (figure 1; cf. black and grey curves), though the effect is modest when \( G_f \) and \( G_m \) are similar in magnitude, as appears to be true for most traits [41].

Figure 1. Costs of evolving sexual dimorphism versus classical costs of selection. The solid black and grey curves show the predicted sex-averaged cost of evolving sexual dimorphism, based on equation (2.6). The red curve shows the cost expressed by females based on equation (2.7). Filled circles show deterministic simulation results. The two broken lines show the cost of selection for an adaptive substitution at a single locus (top line: Haldane’s model with \( q_h = 10^{-5} \); based on equation (2.1)), or evolution of a quantitative trait to an optimum (bottom line: Chevin’s model with \( x_0 = (\theta_f - \theta_f) \) and \( G = 0.25 \); based on equation (2.2)). Aside from Haldane’s model, all results use the parameters: \( (\theta_f - \theta_m) = 4 \) and \( (G_f + G_m)/2 = 0.25 \); simulations use the additional parameters: \( \omega_f = \omega_m = 10^5 \) (referring to the curvature of female and male fitness surfaces) and \( \sigma = 1 \) (referring to the phenotypic variance of the trait). (Online version in colour.)
In most species, males provide less parental investment than females, causing population dynamics to be more tightly coupled to female than to male components of fitness [42,43]. Costs of selection expressed by females may, therefore, provide a more meaningful measure of maladaptation than the sex-averaged costs that we have focused on above. In the electronic supplementary material, we present the costs of directional selection in females and males, individually (i.e. \( C_i \) and \( C_m \)), for cases where genetic variances and strengths of stabilizing selection are symmetrical between the sexes. From these expressions, the minimum cost to females of evolving sexual dimorphism is

\[
C_i^{(\min)} = \frac{r_{mf}^2 (\theta_i - \theta_m)^2}{8G(1-r_{mf})^2},
\]

(2.7)

(see the electronic supplementary material). When \( r_{mf} \) is strongly positive, the minimum cost to females is similar to the sex-averaged cost (figure 1), and otherwise \( C_i^{(\min)} \) is much smaller than \( C_{SD} \). Thus, for traits with a strong genetic correlation between the sexes, females are not spared large costs of selection.

3. Methods

(a) Empirically quantifying costs of evolving sexual dimorphism

For traits that have evolved to their sex-specific optima (i.e. \( z_f = \theta_f \) and \( z_m = \theta_m \), where \( z_f \) and \( z_m \) are the female and male trait means), our expressions for \( C_{ST} \) become functions of measurable quantitative genetic parameters. Univariate estimates of \( G_i, G_m, r_{mf}, \tau_i^2 \) and \( \tau_m^2 \) are available for a wide range of traits and populations [15,41], permitting us to evaluate costs of selection that are consistent with observed magnitudes of sexual dimorphism.

We compiled empirical estimates of \( G_i, G_m, r_{mf}, z_i \) and \( z_m \) for a large collection of traits, and used them to parametrize equation (2.6) (see below). In proceeding with our analysis, we made three important assumptions, which we briefly mention here, and return to in the discussion. First, because we lack fitness optimum estimates for any of the traits in the dataset, we assumed that contemporary trait means for each sex have had sufficient time to evolve to the trait optima, in which case estimates of \( z_i \) and \( z_m \) can serve as proxies for \( \theta_i \) and \( \theta_m \).

Second, we assumed that contemporary estimates of \( G_i, G_m, r_{mf} \) and \( \tau_i^2 \) are representative of each trait’s (co)variances during its evolutionary history. This is a practical assumption, as historical patterns of \( G_i, G_m \) and \( r_{mf} \) are essentially unmeasurable. Studies of matrix stability suggest that this assumption may be reasonable, particularly for highly polygenic traits under weak stabilizing selection, though exceptions have been documented [18,44–46].

Third, our analysis is based on the theoretical model outlined above, which considers costs of selection that follow from a single, abrupt shift in each trait’s optimum. As we show further below, costs of selection decrease when shifts in trait optima follow a series of moderate changes rather than a single, large change. Consequently, parametrizations of our model (equations (2.6) and (2.7)) yield upper bounds for \( C_{SD} \), representing worst-case scenarios.

(b) Data collection

We searched the literature for studies reporting estimates of the cross-sex genetic correlation (\( r_{mf} \)), sex-specific genetic variances or heritabilities (\( G_i, G_m, h_i^2, h_m^2 \)), and male and female trait means (\( z_m \) and \( z_i \)). We compiled data from two published reviews that focused on subsets of these parameters [15,41], and we obtained parameter estimates for additional studies by tracking citations of each review and searching Scopus for papers containing combinations of the keywords: ‘intersex genetic correlation’, ‘between-sex correlation’, ‘between-sex correlation’, ‘cross-sex genetic correlation’, ‘cross-sex genetic correlation’, ‘quantitative genetics’, ‘sexual dimorphism’ and ‘correlation’. Where quantitative genetic parameters were reported for different treatments (e.g. high versus low density), we took the average across the different treatments within each sex. Trait means were averaged across different age groups or populations within the same study if other parameters were only provided once across age groups or populations. For values only reported in figures, we used \( \text{IMACF} \) (Fiji distribution [47,48]) to extract the quantitative measures for the relevant traits. Where reported, additive genetic variance was calculated as \( G = h^2 \sigma^2 \).

We included estimates where this was not obvious.

We checked data from 231 relevant studies and excluded 179 that did not contain all parameter estimates. In total, we collected parameter data for 202 traits from 54 studies, spanning 34 species (58 traits were reported in [15]; 60 traits were reported in [41]). We selected standard errors for parameter estimates whenever they were reported, or calculated them when standard deviations and sample sizes were reported. Traits were partitioned into morphological and non-morphological categories, with the latter including behavioural, physiological and developmental traits. Measures of total fitness as the focal trait were removed from our analyses, but fitness components were included. This reduced our final dataset to 196 traits; see the electronic supplementary material, table S1, for the dataset and the full reference list of studies.

(c) Statistical analysis and parametrization of the theoretical model

Prior studies have documented a weak negative correlation between cross-sex genetic correlations (\( r_{mf} \)) and magnitudes of sexual dimorphism [15,16], which we tested for in our dataset. We also tested for correlations between sexual dimorphism and additive genetic variation for sexual dimorphism, defined as \( V_{SD} = G_i + G_m - 2r_{mf}\sqrt{G_iG_m} \) (i.e. the additive genetic variance for the difference between female and male breeding values). To compare sexual dimorphism across traits, we used the ‘sexual dimorphism index’ (SDI; the ratio of sex-specific trait means, larger sex divided by smaller sex, minus one; see [15]). To compare genetic variances across traits, we calculated the mean-standardized evolvability of sexual dimorphism:

\[
I_{SD} = \frac{V_{SD}}{z_m} = \frac{G_i + G_m - 2r_{mf}\sqrt{G_iG_m}}{z_m},
\]

(3.1)

where \( z_m = (z_i + z_m)/2 \) is the sex-averaged mean; such mean-standardization provides an appropriate scale for variance contrasts among traits [49,50]. Spearman’s rank correlations were used to count associations between: (i) SDI and \( r_{mf} \) (as in previous studies [15,16]); and (ii) SDI and \( I_{SD} \). Analyses using Kendall’s \( r \) (non-parametric) and Pearson’s correlation coefficient (parametric) yielded comparable results. We took two complementary approaches to evaluate costs of evolving sexual dimorphism with these data. First, for each trait in the dataset, we used parameter point estimates of \( r_{mf}, G_i, G_m, z_m \) and \( z_i \) to calculate \( C_{SD} \) based on equation (2.6), or \( C_i^{(\min)} \) based on equation (2.7), with \( z_m \) and \( z_i \) used as proxies for \( \theta_m \) and \( \theta_i \) (see above). However, the use of point estimates of \( r_{mf}, G_i, G_m, z_m \) and \( z_i \) can pose problems if there is high uncertainty in the parameter estimates that are fed into the model. For example, point estimates of \( r_{mf} \) that are closer to unity than the true value of \( r_{mf} \) can yield strongly inflated values of \( C_{SD} \). To account for
this issue, we adjusted point estimates of \( r_{mf} \) that were greater than 0.95 to \( r_{mf} = 0.95 \). This upper limit of \( r_{mf} \) for calculations of \( C_{SD} \) yielded results that align well with more rigorous simulation results that take into account uncertainty in parameter estimates (see below).

In our second approach, we used standard errors of parameter estimates to simulate plausible 95% confidence intervals of \( C_{SD} \) for a reduced set of traits where standard errors were reported for all quantitative genetic parameters (\( n = 30 \) traits in the reduced trait set). For each trait, we simulated parameters of the theoretical model (i.e. \( r_{mf}, G_f, G_m, z_m \), and \( z_f \)) as independent draws from normal distributions with means corresponding to parameter point estimates and standard deviations corresponding to parameter standard errors. Each set of simulated parameter values were used to calculate \( C_{SD} \); this process was repeated 1 million times per trait, resulting in a distribution of \( C_{SD} \) for each trait that is compatible for the data for that trait. These simulated distributions were used to calculate the mean and 95% confidence intervals of \( C_{SD} \) for each trait. Simulated values of \( r_{mf} \) that fell outside of the biologically plausible range (i.e. \( -1 < r_{mf} < 0.99 \)) were discarded and new values of \( r_{mf} \) were drawn; thus, the distribution of simulated \( r_{mf} \) values for a trait followed a truncated normal distribution. Likewise, simulated values of \( G_f \) and \( G_m \) of a trait followed a truncated normal with a lower bound of zero.

We compared \( C_{SD} \) calculations between trait categories (morphological versus non-morphological) using a generalized linear mixed-effects model (performed with the package MCMCgamm [51]), which accounts for pseudo-replication across studies and species. We constructed our model with study and species as random effects, assuming an exponential distribution for our response variable, and therefore specified the following family argument function: family = exponential (i.e. less than 10\(^{12} \)) for roughly 60% of traits), a subset of traits had very large values (i.e. \( >10^{12} \)) for female costs, based on equation (2.7), are qualitatively indistinguishable; see the electronic supplementary material, figures S3 and S4). While most values were small (\( C_{SD} < 10 \)—i.e. less than 10N total selective deaths—for roughly 60–80% of traits), a subset of traits had very large values (\( C_{SD} > 100 \) for approx. 8–10% of traits). The largest estimated cost among morphological traits was in the order of \( 10^{10} \) (horn volume in bighorn sheep); the largest among non-morphological traits was in the order of \( 10^{12} \) (immunoglobulin levels in bank voles). Many of the highest \( C_{SD} \) values were associated with traits where sexual dimorphism was extreme, but \( r_{mf} \) was not, suggesting that large costs of sexual dimorphism may often arise from large differences between female and male optima rather than strong genetic correlations between the sexes (see the electronic supplementary material, figures S5 and S6). There was no significant effect of study or species on the distribution of \( C_{SD} \) among trait types according to model DIC values (full model: \( -9277.647 \); model with species as a random effect: \( -9277.893 \); model with study as a random effect: \( -9277.242 \); no random effects model: \( -9278.49 \); thus, the model without random effects was most parsimonious, though all DIC values were similar, suggesting that neither of the random effects were particularly important). \( C_{SD} \) values for morphological traits were greater than those for non-morphological traits (mixed-effects model with random effects excluded: \( \text{pMCMC} = 0.012 \); model with random effects included: \( \text{pMCMC} = 0.006 \)).

### Table 1. Associations between the SDI and: (i) cross-sex genetic correlations (\( r_{mf} \)); or (ii) mean-standardized evolvability of sexual dimorphism (\( C_{SD} \); see equation (2.8)).

<table>
<thead>
<tr>
<th>trait category</th>
<th>sample size</th>
<th>correlation</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>correlations between SDI and ( r_{mf} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all traits</td>
<td>196</td>
<td>-0.24</td>
<td>0.0008</td>
</tr>
<tr>
<td>morphological</td>
<td>157</td>
<td>-0.22</td>
<td>0.0057</td>
</tr>
<tr>
<td>non-morphological</td>
<td>39</td>
<td>-0.24</td>
<td>0.1455</td>
</tr>
<tr>
<td>correlations between SDI and ( C_{SD} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>all traits</td>
<td>196</td>
<td>0.280</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>morphological</td>
<td>157</td>
<td>0.333</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>non-morphological</td>
<td>39</td>
<td>0.181</td>
<td>0.2759</td>
</tr>
</tbody>
</table>

### 4. Results

#### (a) Genetic correlations, evolvability and the evolution of sexual dimorphism

Consistent with previous studies [15,16], we observed a negative correlation between \( r_{mf} \) and the SDI, with the correlation significant for the full dataset and for morphological traits, but not for non-morphological traits (table 1; electronic supplementary material, figure S1). Morphological traits had a higher \( r_{mf} \) than non-morphological traits (Wilcoxon’s rank-sum test: \( W = 1936, p = 0.0004 \)). SDI did not differ significantly between trait categories (\( W = 3092.5, p = 0.727 \)). SDI was positively correlated with mean-standardized evolvability of sexual dimorphism, with significant correlations for the full dataset and for morphological, but not non-morphological, traits (table 1; electronic supplementary material, figure S2). The evolvability of sexual dimorphism was significantly lower for morphological traits than non-morphological traits (\( W = 4310, p = 2.14 \times 10^{-5} \)), reflecting a combination of higher genetic variances and lower genetic correlations in non-morphological traits. These associations between SDI and measures of sex-specific genetic variance (i.e. table 1) imply that either sexual dimorphism evolves more readily in traits with high levels of sex-specific genetic variation, or selection for sexual dimorphism drives the evolution of increased sex-specific genetic variances.
the entire dataset (\(n = 196\) traits), morphological traits (\(n = 157\)) and non-morphological traits (\(n = 39\)).

Figure 2. Costs of evolving sexual dimorphism, as calculated from point estimates of quantitative genetics parameters: \(r_{mf}, G_f, G_m, z_m\) and \(z_f\). Results are shown for the entire dataset (\(n = 196\) traits), morphological traits (\(n = 157\)) and non-morphological traits (\(n = 39\)).

5. Discussion

By extending classical theories for the cost of selection during adaptation to environmental changes [1,7,33,36], we have shown that the baseline cost of evolving sexual dimorphism (as captured by \(C_{SD}\)) depends upon the balance between: (i) the magnitude of the difference between female and male trait optima (where \(C_{SD}\) increases with \((\theta_m - \theta_f)^2\)), and (ii) the additive genetic variation for sexual dimorphism, defined as \(V_{SD} = G_f + G_m - 2r_{mf}G_fG_m\) (where \(C_{SD}\) declines with \(V_{SD}\)). Our model formalizes how sex-specific components of quantitative trait variability and sex differences in selection interact to shape the long-run fitness consequences of intrasexual conflict—from the initiation of conflict to its resolution via evolution of sexual dimorphism.

The theory also provides a formal framework by which sex-specific quantitative genetic data may be used to evaluate costs associated with observed patterns of sexual dimorphism. Our analysis of published estimates of sex-specific trait variability and cross-sex genetic correlations, in the light of the model, suggests that roughly 10% of traits are associated with large costs of selection for sexual dimorphism, with the remainder exhibiting modest to small costs. We stress that these conclusions hinge upon three important, and currently unresolved, assumptions about the evolution of sexually dimorphic traits and pervasiveness of unresolved sexual antagonism. We discuss each assumption and its implications below.

(a) Empirically quantifying costs of evolving sexual dimorphism

Our model provides a basis for quantifying costs of evolving sexual dimorphism, provided three key assumptions are met (briefly outlined above). These assumptions concern: (i) the relationship between trait optima and contemporary trait means, (ii) the evolutionary stability of trait genetic covariances and covariances, and (iii) the dynamics of trait optimum changes over time. Violations of each assumption have different implications for the true costs of evolving sexual dimorphism, as the first two are conservative (causing us to underestimate \(C_{SD}\)), and the last is anti-conservative (causing us to overestimate \(C_{SD}\)). We evaluate each assumption in turn.

\(C_{SD}\) is a function of the difference between female and male trait optima, yet direct estimates of trait optima are exceedingly rare. We therefore used estimates of trait sexual dimorphism as...
proxies for dimorphism in trait optima, which is reasonable as long as traits in our dataset have had sufficient time to evolve towards equilibrium (i.e. $z_m = \theta_m$ and $z_m = \theta_m$ as predicted by theory [8]). While a perfect match between trait optima and contemporary trait means seems questionable, a rough correspondence between the two may be likely, provided the onset of selection for sexual dimorphism is not too recent. For example, if selection for sexual dimorphism commenced $t$ generations in the past, then the ratio between phenotypic sexual dimorphism and optimal sexual dimorphism will be

$$\frac{|z_m - z|}{|\theta_m - \theta|} \approx 1 - e^{-G^2(1-r_{mf})/2}$$

[21], where $S$ represents the strength of stabilizing selection and $G$ is the additive genetic variance of the trait ($G$ and $S$ are assumed to be the same in each sex). With weak stabilizing selection ($S = 10^{-3}$), modest genetic variance ($G = 0.5$) and a high cross-sex genetic correlation ($r_{mf} = 0.9$), it takes approximately 12 000 generations for the sexes to evolve 95% of the distance to their optima (i.e. $|z_m - z|/|\theta_m - \theta| = 0.95$); higher genetic variances, stronger stabilizing selection and weaker genetic correlations shorten the timescale. Such timescales are brief from an evolutionary perspective, and it seems unlikely that selection for sexual dimorphism would have commenced within the last 10 000 generations for many of the traits in our dataset. This view aligns with results from a recent meta-analysis, reporting that contemporary directional selection frequently favours evolutionary divergence between female and male optima (each causing divergence of $(\theta_m - \theta)/k$), and sexual dimorphism evolves rapidly relative to the time interval between shifts, then the cumulative cost of evolving sexual dimorphism will be

$$C_{SD} = \frac{1}{k} \frac{(\theta_m - \theta)^2}{8(G - r_{mf}\sqrt{G_m})}$$

Compared to equation (2.6), the total cost of selection declines by a factor of $1/k$. Our previous conclusions remain applicable for 90% of traits in our dataset, which exhibit small-to-modest costs of selection whether trait optima shift abruptly or by series of smaller shifts. For the remaining 10% of traits, costs of selection may be large, though the severity of these costs may be considerably less than implied by the abrupt change model (equation (2.6)).

### (b) Costs of sexual dimorphism and population viability

Unresolved intralocus sexual conflict, by contributing to maladaptation, can potentially dampen population size and productivity [24], and in extreme cases result in extinction [59]. The model presented here quantifies the cumulative cost (in units of selective deaths) of evolving sexual dimorphism in single traits. The impact of such costs on population dynamics will also depend on how commonly selection favours new sexual dimorphisms (i.e. the tempo with which bouts of selection for sexual dimorphism are spaced over time), the fertility of reproducing adults in populations experiencing such costs [1,36] and the degree to which these costs are expressed by females [60–62].

Large costs of selection may be tolerable if they rarely arise (i.e. the environment of selection is relatively stable over time [36]; equation (2.3); but see [63]). Examples of conspicuous sexual dimorphisms are common in nature, suggesting that selection frequently favours evolutionary divergence between the sexes [64,65], though we lack formal estimates of the tempo with which new sexually dimorphic traits are favoured. Such estimates could potentially be inferred by mapping traits onto phylogenies (e.g. [66]) or characterizing divergence rates using fossil data [34,67]. Studies of sex-specific trait diversification, when combined with quantitative genetics analyses of trait evolvability (i.e. from contemporary populations), should provide a more complete picture of the long-run consequences of selection for sexual dimorphism.

High costs of selection are more tolerable in species with high reproductive capacities [36] (equation (2.3)). Our dataset is enriched for vertebrate species (including large terrestrial vertebrates), many of which have relatively low population sizes and fertilities (e.g. far lower than those of insects). Further attention to insect taxa, for which large quantitative genetic experiments are amenable, may reveal that they bear larger average costs of selection than vertebrate taxa. Insect species often show elevated rates of adaptive substitution [68] and references therein). Perhaps they also exhibit greater sexual
dimorphism relative to the amount of sex-specific genetic variance in their traits.

Finally, in species where females provide most of the parental investment, population viability is less impacted by costs of selection that are primarily borne by males [60–62,69,70]. Although we cannot reliably partition sex-averaged costs into separate female and male components, we have approximated the minimum cost to females of evolving sexual dimorphism (equation (2.7)), and find that these minimum costs remain high for traits with strong cross-sex genetic correlations (figure 1). Parametrization of equation (2.7) with available quantitative genetic data yields qualitatively identical results to our analysis of sex-averaged costs (electronic supplementary material, figures S3 and S4), providing no clear evidence that costs of selection for sexual dimorphism are likely to be substantially lower for females than males.
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